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Abstract
How can data be used to check theories’ explanatory adequacy? The two traditional and most widespread ap-
proaches use single studies and non-systematic narrative reviews to evaluate theories’ explanatory adequacy; more
recently, large-scale replications entered the picture. We argue here that none of these approaches fits in with
cumulative science tenets. We propose instead Community-Augmented Meta-Analyses (CAMAs), which, like meta-
analyses and systematic reviews, are built using all available data; like meta-analyses but not systematic reviews, can
rely on sound statistical practices to model methodological effects; and like no other approach, are broad-scoped,
cumulative and open. We explain how CAMAs entail a conceptual shift from meta-analyses and systematic reviews, a
shift that is useful when evaluating theories’ explanatory adequacy. We then provide step-by-step recommendations
for how to implement this approach – and what it means when one cannot. This leads us to conclude that CAMAs
highlight areas of uncertainty better than alternative approaches that bring data to bear on theory evaluation, and
can trigger a much needed shift towards a cumulative mindset with respect to both theory and data, leading us to
do and view experiments and narrative reviews differently.
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Introduction

As cognitive scientists and psychologists, we strive for
generality, trying to see beyond individual data points
and experiments. Theories are key in this process.
Ranging from broad frameworks to implemented com-
putational models, theories are the tools we use to cap-
ture observed patterns, and to generate new predic-
tions. Given this crucial role, theories need to be evalu-
ated, updated, and when there are competing accounts,
compared. In this context, an important question arises:
How can we best evaluate theories against empirical ev-
idence, particularly in the age of the replicability cri-
sis (e.g., Vazire, 2018)? In this paper, we argue that
usual strategies are at odds with cumulative science (de-
fined as the endeavor to optimally integrate findings
into the web of knowledge); and we propose a novel
approach, based on open community-augmented meta-
analyses (CAMAs; Tsuji et al., 2014). We first discuss
the ways in which this approach more closely fits the
desiderata from cumulative science, which recommends
an integrative approach to empirical studies. We then
provide step-by-step instructions how, in the future, we
can work towards letting the evidence decide: Rather
than checking a theory’s explanatory adequacy via in-
dividual studies (which cannot by themselves cover the
whole potential scope of a theory) or narrative reviews
(where result integration is verbal), we propose a shift
in mindset supported by meta-analytic tools.

Theories and cumulative science

The psychological sciences saw a sea change as re-
ports of relatively low levels of replication bubbled to
the surface (e.g., Klein et al., 2014; Open Science Col-
laboration, 2015). A first reaction was to blame our
data collection and reporting practices: A great deal
of writing has been done to quantify questionable re-
search practices (John et al., 2012), estimating their
causal impact on replication (Ulrich and Miller, 2020),
and evaluating alternative research approaches (Scheel
et al., 2021). More recently, attention turned to the-
ory, with the realization that lack of replication is at
least partially due to what we may call questionable
theoretical practices. This young body of writing is al-
ready too extensive to be reviewed here (see e.g., Fried,
2020, and replies in the same issue), but for our pur-
poses, the most important insights include a definition
of what theory is, and what the steps of theory develop-
ment are. We follow Robinaugh et al. (2021) in defin-
ing theories as models of the world, meaning that they
represent in a simplified abstract manner a portion of
the complexity of the world. Several researchers are in
agreement about the fact that psychological theories as

well as those found in many areas of cognitive science
(but not all, e.g., aspects of decision-making, Palminteri
et al., 2017) are purely verbal or narrative, tending to
also be underspecified and ambiguous. Current rec-
ommendations are thus to strive for further precision,
leading Borsboom et al. (2021) to propose that the first
three phases of theory development involve 1. identi-
fying a domain, 2. constructing a proto-theory, and 3.
formalizing the theory (note that alternative proposals
for steps have been laid out, for instance in Robinaugh
et al., 2021; divergences on this are immaterial to the
claims and proposals in the present article). Identifying
a domain involves specifying the boundary of applica-
tion of the theory, including the definition of its scope
(i.e., when the theory applies or not). Constructing a
proto-theory involves specifying what the "parts" of the
theory are, as well as what their "relationships" are. In
the formalization phase, the relationship between the
parts comes to be defined precisely in mathematical no-
tation. The next phase involves a check on the explana-
tory adequacy of the theory, a step that involves com-
paring the theory-implied data against empirical obser-
vations, which typically requires auxiliary hypotheses.

The present paper is focused on the phase where ex-
planatory adequacy is evaluated. This phase has already
been a focus of attention, with for instance some work
explaining that this is not identical to simply fitting a
statistical model to data (see Fried, 2020, pp. 274 and
ss.) and arguing that instead this step will involve re-
lating statistical modeling to data generated from for-
malized theories (see saliently Robinaugh et al., 2021,
section 4.2). Our proposal is conceptually independent
from these recommendations, as they do not specify
which data bears on a theory’s evaluation. We here ar-
gue that this operation should integrate all relevant and
accessible information, rather than partial or select in-
formation. We detail our arguments in the next section.

How data are currently used in theory evaluation

In this section, we review two commonly employed
approaches to checking the explanatory adequacy of
one or more theories, against which we compare our
own proposal. We assume that prior to checking ex-
planatory adequacy, the scope of the theory has been
defined, and the theory itself has been clarified and ide-
ally formalized (see Guest and Martin, 2021; Robinaugh
et al., 2021 for further information on these steps). For
our purposes, what is important is that one has clarified
the factors in the theory and how they can potentially
be measured.

To explain our proposal, we will use a running ex-
ample of how infants’ learning of the sounds and words
of their native language may be linked. The preceding
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work then, will have defined what it means by "sounds",
"words", "infants", "native language", and "learn". In
our running example, we will discuss three alterna-
tive (verbal) theories: top-down (stating that infants
learn words first, and then use them to learn sounds;
e.g., Kuhl, 1983); bottom-up (stating that infants learn
sounds first, and then use them to learn words; e.g.,
Feldman et al., 2013); and parallel (stating that in-
fants learn sounds and words independently from each
other).

Evaluating explanatory adequacy will involve five
stages. These are listed in Table 1, and we provide
information on how each stage is addressed via differ-
ent methods in subsequent sections. Stage I is scope
determination, deciding which studies in the literature
bear on a given theory or group of theories that are
evaluated. For instance, in our running example, the
research may decide that sound discrimination studies
are relevant, as are word recognition studies, whereas
studies where one checks whether infants prefer differ-
ent prosodic patterns are not, because they do not refer
to either sounds or words.

Stage II is design space sampling, which refers to the
types of procedures, stimuli, populations, etc. that are
relevant for that theory. In our running example, the re-
searcher may decide that, given their definition of learn-
ing as changing one’s behavior, behavioral studies are
relevant, whereas neuroimaging studies are not. At this
point, the corpus of data to be considered has been de-
fined: it is all the studies where the "parts" of the theory
are invoked, and where the "relationships" between the
parts can be studied.

Stage III involves checking previous literature in
terms of the quality of the data. There are several indi-
vidual steps in this stage, which will be detailed below.
The majority of checks are borrowed directly from the
meta-analytic literature, and they may be involved in
assessing the quality of individual studies (checking, for
instance, for evidence of selective reporting of results),
as well as collections of studies (checking for publica-
tion bias). In our running example, the researcher may
check the quality of each body of literature they are rely-
ing on (sound discrimination studies, word recognition
studies). Other checks are more specific to the evalu-
ation of explanatory adequacy, and they involve check-
ing whether the whole scope of the theory is already
represented in the literature, or whether there are gaps
in the design space that could eventually reveal inap-
propriate generalization. In our running example, large
age gaps and differences in the age sampling for sound
discrimination, which has been assessed from birth, and
word recognition studies, which is not tested before the
seventh month, could prevent appropriate modeling of

acquisition order in the next stages.
Stage IV is quantitatively controlling for study differ-

ences, which may be integrated with the fifth stage dis-
cussed next, but conceptually it is closer to the third
stage discussed just above. At this stage, we ask our-
selves how to conceptually combine studies, given that
the body of literature considered will often not be a
string of strict replications or systematic variations of
single factors. Some of the questions that arise require
us to consider what to do with studies that vary in pre-
cision (or sample size) and/or that vary in methods (al-
beit within conceptual and methodological scope, given
decisions made during the first and second stage). In
our running example, this will entail considering what
to do with studies from the 1980s and 1990s, which
often had sample sizes of 6-8 infants (e.g., Kuhl, 1983),
versus the 2010s, which have seen some studies with
over 100 infants (Newman et al., 2016).

Stage V is result integration, where we try to draw a
comprehensive picture based on the assembled corpus
of data. When doing so, we may need to control for
study differences (for instance, if several different pro-
cedures should fall within the scope of a theory, and if
these lead to different results, what we are to conclude).
At a minimum, this will require statistical modeling of
the body of data, in which case the tools can be again
borrowed from the meta-analytic literature. When the-
ories are sufficiently specified, they may constitute the-
ories of processes, in which case assessing results at the
level of studies may be insufficient or inappropriate. In
this case, the researcher will need additional modeling
steps, for instance using the body of previous literature
in a rawer form. Tools at this stage include Individ-
ual Participant Data (IPD) meta-analyses (Riley et al.,
2020; Verhage et al., 2020); mega-analyses (Sung et al.,
2014); and hybrid meta- and mega-analyses or pseudo-
IPD meta-analyses (Koile and Cristia, 2021; Papadim-
itropoulou et al., 2019). All points discussed here apply
to these different formats of quantitatively aggregating
evidence, but for simplicity we limit our considerations
to summarizing group-level data. In our running exam-
ple, this would be when we check for evidence that the
public body of literature is consistent with top-down,
bottom-up, or parallel theories of early language acqui-
sition.

Individual studies

Probably the most common way to evaluate theories’
explanatory adequacy is by means of individual stud-
ies, i.e., a single experiment or manipulation (so not
a paper or a series of experiments). Typically, specific
predictions are empirically tested (either with human
participants or computational models), and the result-
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Table 1
Stages when evaluating a theory’s explanatory adequacy using a single study (including large-scale replications), nar-
rative (non-systematic) review, meta-analyses, and CAMA approaches. N/A* = does not represent the whole body of
literature.

Stage Single
study

Narrative review Meta-analyses CAMA

I. Scope determination N/A* subjective, static static dynamic

II. Design space sampling one point subjective comprehensive, narrow comprehensive, broad

III. Checks for
literature quality

N/A* subjective bias at study/literature-
level, power analysis

bias at study/literature-
level, addition of file-
drawer studies

IV. Quantitatively
controlling for study
differences

impossible impossible moderator analysis,
weighting

moderator analysis,
weighting

V. Result integration irrelevant narrative;
vote counting

meta-regression replicable, reproducible,
extendable meta-
regression

ing data are taken to support only one of the compet-
ing accounts. For instance, in our running example, a
prominent individual study often invoked as support-
ing the bottom-up proposal is Werker and Tees (1984),
who documented a decline in the discrimination of non-
native sounds between 6 and 12 months of age, before
children built a vocabulary. Or so people thought at the
time: Tincoff and Jusczyk (1999) found that children
did know some words by 6 months, which put the top-
down and parallel theories back in the race. But we
argue that an individual study cannot be used to thor-
oughly check a theory’s explanatory adequacy by itself,
for at least the following two reasons.

First, each study is very specific: it employs one ex-
perimental setting, including stimuli, implementation,
and sample, and results may not generalize to other set-
tings that vary along one or more dimensions (Brown
et al., 2014). When theorizing, we disregard the speci-
ficity of studies unless there is some other study that
proves that a given setting mattered. We may then re-
vise the theory to now predict this difference (which
gives enormous weight to that result); or we may argue
against the validity of that result to avoid changing our
theory. This exception aside, most of the time absence
of evidence of a methodological or population-specific
effect is implicitly taken as evidence of absence: Each
theory is as general as it can be given the extant ev-
idence and, in return, each empirical result is taken to
be as generalizable as possible barring counterevidence.
We agree with Yarkoni (2020) about the fact that this is
not sound theoretical evaluation practice.

Second, single studies are always a noisy window
into reality. The best case scenario is that a predictable

proportion of results are misleading because of our in-
ferential tools, which allow false positives and negatives
to seep into the literature. Even in this idealized case,
it is impossible to determine whether a single result ac-
curately reflects reality as there are no mechanisms to
detect false positives or negatives at the study-level. To
draw from our running example, data in a meta-analysis
for infant vowel discrimination (Tsuji and Cristia, 2014)
shows that individual studies yield a wide array of re-
sults: Across different studies, infants discriminate vow-
els well, barely, or not at all. However, the situation
is even more complex in a realistic scenario, because
it is not the case that the literature accurately reflects
all findings. Indeed, extant literature (and any single
study in it) may be misleading because of question-
able research practices, which are eminently difficult to
eradicate (Scheel et al., 2021), and because of publi-
cation bias skewed towards significant results and thus
potentially over-representing false positives (Ferguson
and Heene, 2012).

A special case of single studies: Large-scale repli-
cations. Recent years have seen the rise of cross-
laboratory replications, which address several weak-
nesses we highlighted in the context of individual stud-
ies (a good set of proposals in this direction is found
in Uhlmann et al., 2019). In particular, initiatives
like "Many Labs" (e.g., Klein et al., 2018; Open Sci-
ence Collaboration, 2015) could address both the over-
specificity and the noisiness of single studies. When
many labs collect data on a given phenomenon using
largely the same experimental procedure they are vary-
ing experimenter identity and increasing sample diver-
sity, which already contributes to a greater trust in the
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likelihood of the study generalizing to a new sample
collected by a new experimenter. Their larger sample
sizes also reduce the chance of observing false negatives
through their greater precision. Such studies are typi-
cally also more trustworthy because analyses are usually
pre-registered, and data are open, allowing correction
of any analytic judgment error that may have occurred.
However, these collaboration efforts have not yet gone
so far as to vary methodological parameters systemati-
cally (but see Baribault et al., 2018; ManyBabies Con-
sortium, 2020). As a result, they still provide a single
datum localized to one specific region in methodologi-
cal space, and thus they cannot speak to broad general-
izability (see also Machery, 2020).1

Narrative reviews. Narrative reviews seem to pro-
vide a framework to weave together multiple studies.
We talk here about non-systematic qualitative reviews,
which are the prevalent form of evidence integration,
often as part of the introduction and/or discussion of
an experimental paper, or in invited submissions. As a
result, such evaluations of the empirical evidence are
often not peer-reviewed independently. Moreover, nar-
rative reviews authored by prominent researchers come
with an implied stamp of approval and are hard to con-
test without also appearing to attack the author – which
makes the absence of appropriate peer review all the
more problematic.

The first major shortcoming of narrative reviews is
the fact that data selection is not done in an overt and
transparent way, with no obligation to objectively check
for quality and bias. In fact, despite the author’s best
intentions, the procedure whereby a narrative review
is put together is fraught with occasions for biases to
seep in, including data and outcome selection (for a self-
reflective account of how this may happen, see Bishop,
2020). A documented example of this comes from a
recent study of reviews on a potential link between de-
pression and nutrition: Thomas-Odenthal et al. (2020)
found strong conclusions and recommendations were
eight times more common in narrative reviews as com-
pared to meta-analyses, despite the fact that narrative
reviews relied on fewer studies than meta-analyses. It
may be interesting to replicate such a study focusing on
a more theoretical topic in psychology.

The second shortcoming of narrative reviews is that
single-study interpretation and narrativization can iron
out discrepancies. For instance, going back to our run-
ning example, imagine that we find a study where in-
fants’ sound discrimination correlates with their word
recognition abilities, and two studies where the correla-
tion between the two is zero (this is based on observed
patterns: Cristia et al., 2014; Wang et al., 2021). De-
pending on how they feel about the parallel theory, the

researcher interpreting these data may argue that the
latter two studies failed to find an effect because they
were poorly designed or underpowered (so one piece of
data supports the bottom-up account, and the other two
are ignored); or they may argue that the sound discrim-
ination study was poorly designed, loading on lexical
skills, and thus this is a spurious correlation (allowing
the body of results to be consistent with the parallel the-
ory).

This is because narrative reviews lack a framework
for quantitative evaluation and comparison, and thus
inherit some of the issues with single studies. Some-
times, authors of narrative reviews do attempt to take
into account a body of evidence with heterogeneous re-
sults – but this is hard to do in narrative terms: Authors
may produce a table summarizing the studies, with a
column tagging with + or - (or even 0) studies depend-
ing on whether they support a conclusion or not. This
entails making a decision of what constitutes a "+" – is it
a significant result, and does the direction of the effect
matter? Is it a result that is numerically in the "right"
direction? What is the threshold for deciding that the
evidence aligns one way or another? This method is
even more impractical in the case of theoretically rel-
evant and/or methodological moderators that are sus-
pected of having a major effect. Verbally postulating
them based on diverging outcomes is not good scientific
practice because it amounts to saying there is a "signifi-
cant" difference without testing for it.

The final reason why narrative reviews are the most
pernicious is that there is no procedure for deciding that
there is enough evidence. Often, a single study will be
considered as enough, again reflecting the "single study
is decisive" assumption.

Meta-analyses. The criticisms we leveraged
against single studies have motivated a push towards
systematic reviews and meta-analyses in many fields,
including psychology. The detailed procedures that
have been laid down to guide systematic reviews and
meta-analyses (e.g., PRISMA, Moher et al., 2009; Page
et al., 2021; Shamseer et al., 2015) can help us counter
our selection biases, overtly report quality judgments,
and use objective and quantitative methods for study
weighing and moderator tests. Moreover, a range of
tools can be used to deal with heterogeneous data,
and to check for bias in the field as a whole (e.g.,
Egger et al., 1997). Of course, meta-analyses are not
perfect (Ioannidis, 2016), and recent investigations into
the transparency and reproducibility of meta-analyses

1We don’t discuss our running example here because there
have not been any large-scale efforts to replicate sound dis-
crimination and/or word recognition yet (but see ManyBabies
Consortium, 2021).
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revealed considerable issues (Maassen et al., 2020;
Polanin et al., 2020). This makes sense: no tool can
force its handler to use it wisely.

Meta-analyses are often done to check whether a
statement is true or false – e.g., to what extent a certain
treatment can reduce depression (e.g., Cuijpers et al.,
2013). Considerations of moderating factors are less
common (although certainly not to be ignored, see Ri-
ley et al., 2020 for the importance of integrating pa-
tient characteristics in individual participant data meta-
analyses). This mindframe is appropriate for a simple
hypothesis-testing, dichotomous reading of what the ev-
idence has to tell us. As a result, heterogeneity is often
seen as a threat to interpretation validity (although eti-
ology is complex, e.g., Engels et al., 2000), meaning
that some researchers will be tempted to keep the scope
of their meta-analysis narrow (e.g., Li et al., 2015).

In the context of checking explanatory adequacy,
such traditional meta-analyses have clear advantages
over the alternative two approaches, including system-
atic inclusion of previous literature and overt modeling
of study differences. Our running example was chosen
because, in fact, there are meta-analyses for both sound
discrimination (Tsuji and Cristia, 2014) and the recog-
nition of word forms (Bergmann and Cristia, 2016),
which thus provide information on the timeline of ac-
quisition of these two levels considering all previous
evidence, and statistically accounting for, e.g., method-
ological factors thought to be irrelevant to the theory
being tested (although they account for significant vari-
ance in effect sizes; cf. Bergmann et al., 2018). Meta-
analyses are, however, limited in ways that will become
clear in the next section, where we explain our proposed
approach.

Our proposal: CAMAs

We have proposed community-augmented meta-
analyses (henceforth CAMAs; Tsuji et al., 2014) as a
way to further improve on the already powerful meta-
analytic approach in two key ways. First, in CAMAs
the meta-analytic procedures for screening, inclusion,
qualitative, and quantitative analyses, as well as the re-
sulting data and scripts, are public and open, allowing
community members to detect and correct any prob-
lems at a relatively low cost. Second, community mem-
bers can rescue meta-analyses from post-publication de-
terioration by adding data points which emerged after
the meta-analysis was originally carried out; in fact,
we have seen that CAMAs provide a natural home for
unpublished studies, which helps counter publication
bias. Users can also add new variables of interest that
the original meta-analyst might not have been aware
of or interested in. As a result of these two features

(openness and dynamicity), the stage is set for labor to
be distributed and decision-making democratized. Ex-
tant CAMAs also suggest additional benefits. Indeed,
communities are created around the resource for in-
stance to profit from those data during experiment plan-
ning, leading to agreements for standardized formats
to be used when extending extant CAMAs or creating
new ones. This facilitates the re-use of analysis scripts
and enables meta-meta-analyses.2 Additionally, the dy-
namic nature of a CAMA supports the constant integra-
tion and evaluation of new evidence, naturally hijack-
ing binary readings. We have an interesting anecdote
on this which bears on our running example: When the
meta-analysis on vowel discrimination was published,
it was taken to support the conclusion that vowels be-
came attuned to the native language by about 6 months,
based on discrimination trajectories that were different
for native than non-native contrasts, with significant in-
creases for native ones and non-significant decreases
for non-native contrasts. Since publication, the meta-
analysis has become a CAMA hosted within the Meta-
Lab platform (Bergmann et al., 2018), and last time we
checked neither the native or non-native trends were
significant.

Although CAMAs share many features with meta-
analyses based on systematic reviews, and we can thus
build on insights and methods developed (largely) in
the medical sciences, their application in the context of
cognitive sciences and for theory evaluation specifically
does entail an important mind shift. We noted above
a preference for meta-analyses to be based on a nar-
row scope, with heterogeneity interpreted as a validity
threat. In contrast, theories in cognitive science that
aim for generality will need to adopt a broader scope,
which may make it burdensome for the meta-analyst (as
it entails inputting more data). The unique features of a
CAMA, however, help with this: Democratization of the
data entry process allows other researchers to add more
data points.

A step-by-step manual for using CAMAs to check the-
ories’ explanatory adequacy

In this section, we provide 10 steps you can take to
check theories against extant data in a cumulative sci-

2See metalab.stanford.edu and PsychOpen CAMA in
leibniz-psychology.org/en/services/ for implemented CAMAs.
We also would like to point to Living Systematic Reviews (El-
liott et al., 2014), which, as far as we can judge, are conceptu-
ally equivalent to CAMAs and were developed in parallel. In
what follows, we continue using the name CAMA as this is the
name under which we had proposed this idea, which has been
picked up by others in the cognitive sciences (Burgard et al.,
2021; IJzerman et al., 2021).
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entific framework, with an extra step that is based on
fostering educational synergies in research training (see
Figure 1).

Step 0: Consider educational opportunities. By
trying to use CAMAs to bring data to bear during theory
evaluation, you will learn a great deal not only about
meta-analyses, but also about how challenging it is to
evaluate a theory against data in the age of cumulative
science when you have not been trained for it. Con-
sidering educational opportunities means that you will
make this easier for future generations of researchers,
and if you think about it in advance, it may also lighten
your load. Although it would be ideal to integrate early
career researchers in any and all steps, the steps lead-
ing to the highest synergies are Steps 3, 4, 6, and 9.
In a nutshell, these are steps in which either data are
entered into a CAMA (Step 4; notice also that Steps 5-7
also involve adding information to an extant CAMA); or
when you have realized data are incomplete and more
needs to be collected (Steps 3, 6, 9). We have involved
undergraduate and graduate students in data entry dur-
ing workshops at international conferences and in our
teaching (e.g. Tsuji et al., 2016; now integrated in
Black and Bergmann, 2017). Regarding collecting addi-
tional data, we support the call for inviting early career
researchers to be involved in replication (Hawkins et
al., 2018), which would be useful to increase statistical
power (Steps 3 and 9), except that we propose a twist:
Instead of only engaging in strict replication, students
could be involved in expanding the coverage of extant
studies by varying methodology in ways predicted to be
irrelevant by the theory being evaluated (Step 6). If
you are teaching a data analysis course, consider using
CAMAs to train students to attempt to consider data in
the framework of theory evaluation statistically (using
meta-regression), but also to critique extant data (by
e.g. checking for design diversity, quality, heterogeneity,
and power; Steps 8-10).

Step 1: Define the scope of data your theory is
supposed to explain. Reflect on what you need to
evaluate your theory (see Table 1): What is the range
of study types the theory is thought to cover? Is your
candidate theory large in scope ("how children learn")
or narrow ("how adults in visual object tracking de-
ploy overt attention")? Are there specific quality fea-
tures that your theory predicts to be crucial (using a
specific type of eye-tracker, removing inattentive partic-
ipants)? This is also a good point at which to consider
pre-registering your meta-analysis (Watt and Kennedy,
2017). As mentioned previously, for our running ex-
ample on how learning sounds and words relate to each
other in infancy, a reasonable scope would include stud-
ies on native sound discrimination as well as studies on

processing of native words.
Step 2: Find (CA)MAs that fall within the scope

defined in Step 1. Look for meta-analyses or CAMAs
that match the scope you defined in the previous step.
Today, this will probably involve combining multiple
meta-analyses to fully occupy that scope, since most
meta-analyses today are phenomenon-driven and in-
sufficiently broad (see Step 4), and then turning your
broad, composite meta-analysis into a CAMA. Meta-
analyses can be turned into CAMAs, by:

• If applicable and possible, formatting raw data ac-
cording to common standards (see Footnote 1)

• Providing a codebook for all columns in the raw
data

• Sharing meta-analytic raw data (as extracted from
papers or received from authors) and search pro-
tocols in an open format (e.g., .csv spreadsheets
and .txt files) as well as code to compute effect
sizes and perform analyses

• Devising a protocol for adding data (e.g., a form)
and quality control (e.g., a dedicated curator)

As time goes by, the broad-scope CAMAs proposed in
Step 4 will be more and more prevalent. Readers of
the future: look for extant CAMAs in your fields before
starting one. If you don’t find one, proceed to the next
step; if you do, skip to Step 5. In our running example,
we found a meta-analysis on vowels and several related
to word processing in MetaLab. This is a good start, but
given the scope that was defined based on theoretical
concerns in Step 1, we would conclude that we are miss-
ing a meta-analysis on native consonant and tone pro-
cessing. It would also be ideal to have a meta-analysis
on individual measures of sound and word processing
(i.e., the correlation between the two).

Step 3: Stop before you start a new CAMA.
You haven’t found relevant CAMAs and you are un-

certain whether CAMA (as an approach) is useful be-
cause there is only one or a few studies within the scope
defined in Step 1. At this point, you should in fact di-
rectly conclude that more research is needed: If there
are not enough data points to check for generalizability,
how can we trust them (or it) to tell us general facts
about psychological phenomena? Come back to this
manual when there seems to be enough evidence. If
you do find enough studies, then continue to the next
step. In our running example, we established in Step
2 that there were a few relevant meta-analyses, but one
estimating correlations in individual variation for sound
and word processing was missing. Our own knowledge
of the literature suggests that there are fewer than 5
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Figure 1. Workflow for using CAMAs to evaluate theories. The number in the black circle refers to the Step in the
manual. (CA)MA stands for (community-augmented) meta-analyses.

studies on this topic, and thus it may be too soon to
attempt a meta-analysis on this topic precisely.

Step 4: Set up a broad meta-analytic scope. You’ve
defined your scope, failed to find CAMAs that cover
it completely, but believe there are enough studies to
check for generalizability of the theory you are inter-
ested in, so you decide to perform a meta-analysis. Typ-
ical meta-analyses are built to evaluate whether there is
sufficient evidence for a specific phenomenon, and thus
data entry is limited to the scope defined by the theory.
However, this means that criteria of relevance (Step 5),
methodological coverage (Step 6), and quality (Step 7)
are folded into one, which will make it harder to spot
and recover from subjective judgments on any of these
points. (Incidentally, this also limits the reusability of
the data entered, and thus is in contradiction with cu-
mulative science principles.) So think instead in CAMA
terms: define your scope as broad as you can, and not

any broader. In the meta-analyses we are considering
for our running example, Tsuji and Cristia (2014) in-
cluded all infant vowel discrimination studies (includ-
ing both behavioral and neuroimaging methods, and
diverse populations ranging from normative to a vari-
ety of less commonly studied infant groups); Bergmann
and Cristia (2016) included all infant word segmenta-
tion studies.

Step 5: Code CAMA studies for scope. By either
finding, combining, and augmenting existing (CA)MAs
(Step 2) or constructing your own (Steps 3-4), you are
now in possession of a body of data that probably in-
cludes studies outside of the scope defined in Step 1.
Add a field to the CAMA defining relevance for your
particular theory or programmatically exclude them in
analysis code, for example by selecting for specific study
or population characteristics. Notice that this trans-
parency will allow future reviewers and readers to eval-
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uate whether inclusion was subjective or principled. In
our running example, the above-mentioned CAMAs on
vowel and word processing were subsequently used for
testing theories with a narrow scope Bergmann and
Cristia (2016) and Tsuji and Cristia (2017) and a broad
scope Bergmann et al. (2017). The latter was in fact an
attempt to determine the relative timeline of acquisition
of sounds and words. In that study, we revisited inclu-
sion decisions: we could only find significant effects of
age as predicted by the theory when we subset to studies
on typically-developing monolingual infants, and which
had multiple age groups in the same paper.

Step 6: Code CAMA studies for generalizability.
Even after subsetting to relevant studies, the CAMA
you are using may contain data collected with many
methodologies. This is not a weakness. The belief that
a single study can focus on a phenomenon by isolating
it presumes that methodological variation goes away –
which is basically an optical trick: we don’t see the vari-
ation because we are focusing on one point. In con-
trast, broadly-defined CAMAs give us an opportunity to
overtly consider that variability: Ask yourself rather, has
the theory’s full design space (set in Step 1) been thor-
oughly sampled without confounds? If so, you can use
statistical tools to account for this (Step 8); if there are
regions of the space that have not been sampled, or have
been sampled with confounds, consider first collecting
more data. In our running example, the fact that we
could only retrieve the predicted age effects in a sub-
set of data generated some concern. At present, we do
not know whether this implies a true limit to generaliz-
ability of the theories, or merely a failure in statistical
power, due to the fact that effects measured in infancy
tend to be very small (Bergmann et al., 2018).

Step 7: Code CAMA studies for quality. As in the
previous step, make sure you apply your pre-defined
quality criteria from Step 1. In some research, this may
mean coding whether data points come from double-
blind randomized control trials as opposed to correla-
tional research (e.g., Armijo-Olivo et al., 2015). For
experimental research, you as an expert can develop
field-specific criteria to code studies, ideally by crafting
the definitions, and then asking a third party to apply
them. An important next step is to statistically test for
potential effects that confirm differences in data qual-
ity do exist. Reviewers and readers can then make an
informed judgment of whether these explicit and trans-
parent criteria were subjective or principled. Regard-
ing our running example, we made an attempt to check
whether measures of data quality defined in advance
explained significant variance in the meta-analyses we
were considering, and found they did not (Tsuji et al.,
2020).

Step 8: Check for heterogeneity and control for
orthogonal variance. In Step 1, you defined scope, de-
sign space, and quality based on the theory being eval-
uated. This theory may incorrectly predict homogene-
ity of results within this whole space. Check whether
this is true using traditional meta-analytic tools, includ-
ing heterogeneity checks (Huedo-Medina et al., 2006)
and incorporating statistical controls for methodological
(Step 6) and quality (Step 7) dimensions via weighting
or as fixed or random factors, as appropriate. In our
running example, we systematically control for differ-
ences in sample size by inverse variance weighting; we
declare method (i.e., specific methodologies among be-
havioral and neuroimaging ones) as a fixed effect; and
check for heterogeneity (Bergmann and Cristia, 2016;
Tsuji and Cristia, 2017).

Step 9: Consider power.
At this point, you will have a CAMA covering pre-

cisely the studies within scope, sampling throughout the
design space with no confounds, and taking quality into
account. You are ready to integrate results using stan-
dard meta-analytic regressions, and as in such work,
you should consider whether you have sufficient power
(Pigott, 2020). If you find that you do not, you can
estimate how much more work is needed and recom-
mend a roadmap for future work, where you also may
highlight limits on generalizability present in the extant
body of literature your CAMA describes. In our running
example, we found both power limitation and system-
atic gaps in the literature; e.g., Tsuji and Cristia (2014)
found few studies on the timeline for non-native vow-
els, and studies since have addressed those gaps (e.g.,
Mazuka et al., 2014).

Step 10: Continue the work of evaluating your
theory.

You have made tremendous progress in evaluat-
ing your theory in a cumulative-scientific framework
– which is all the more reason to not stop now. Be
extremely careful about how you interpret your meta-
regression, avoiding conclusions like "the theory is (not)
right because the mean effect size is (not) significant".
This is once again binomial reading rearing its ugly
head, now treating a meta-analysis as if it were a sin-
gle study, with a focus on strict significance. Apply to
meta-analyses, including CAMAs, the same lessons you
learned from improved statistical practices in analyz-
ing single experiments (see also Moreau and Gamble,
2020). In our running example, we felt that evidence
at the time was most consistent with a sounds-first,
than a words-first, theoretical explanation (Bergmann
et al., 2017), but recognized several limitations of the
evidence, including the fact that this merely indicated
a difference in timelines between vowel and word pro-
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cessing but not a causal relationship. In any case, at
this point, only one aspect of theory evaluation has oc-
curred, and as described in the Introduction and devel-
oped further below, there are many other procedures
that we can apply to not only check but also develop
and improve our theories.

How this approach may change how you use single
studies and narrative reviews

We believe that CAMAs are the most promising tool
for transparently bringing data to bear during evalu-
ation of theories’ explanatory adequacy in the age of
cumulative science. In this section, we briefly discuss
the place other approaches have in the scientific process
(see Figure 2).

Use CAMAs to decide not to run a new study

As CAMAs become more prevalent, it will be increas-
ingly easy to use them to decide whether to run a
new study – or not. A good example comes from our
CAMA of word segmentation (Bergmann and Cristia,
2016), which documented an effect size so small that
new studies have a recommended sample size of over
two hundred infants, which is not currently feasible for
single labs. Another example comes from a CAMA on
phonotactic learning (Cristia, 2018), collecting labora-
tory experiments in which infants were briefly exposed
to sound sequences. There were many such studies, fol-
lowing essentially the same method and all published
as supporting the theory that prelinguistic infants can
learn sound sequences after brief exposure. However,
the meta-analysis revealed an effect of zero, strongly
suggesting that the phenomenon was not reliable be-
cause (significant) opposite effects were sometimes ob-
served within the same lab with nearly identical meth-
ods. This should lead at a minimum to changing the
technique (habituating the child to the pattern, rather
than using brief fixed exposures); and could promote
an abandonment of the theory (perhaps humans can
only learn sound sequences much later, after we start
talking).

Use CAMA-informed single studies to efficiently sam-
ple the design space

CAMAs are useful to reveal gaps in the literature. If
gathering more data along a similar line just to increase
power (see Steps 0, 3, and 9), you may worry about
being able to publish it. Although we do hope there is a
change in attitude towards this kind of study (see also
Zwaan et al., 2018), we acknowledge that such work
might be most plausibly done in the context of student
training, or as a first step during a PhD program (Frank

and Saxe, 2012; Hawkins et al., 2018; Roettger and
Baer-Henney, 2019). If collected as a student project,
the sample may be too small to warrant independent
publication. Nonetheless, the study would still be in-
cluded in CAMAs and thus contribute to the body of ev-
idence (see Step 7-8 for adequate integration of studies
potentially varying in quality).

Use CAMA-informed studies to replicate-and-extend

Alternatively, you may be able to design your study
in such a way that you both collect data that in-
creases power on an established phenomenon, and add
novel conditions, for instance to extend the coverage
of methodological variables predicted to be irrelevant
by the theory (see Steps 0 and 6). When writing up
the results, it is then possible to emphasize the impor-
tance of the novel component (which opens the way to
generating knowledge in a new direction), while call-
ing for more work on that same topic with reference to
the CAMA results. This way, an author can both signal
the importance of cumulativity all the while writing a
compelling article (Rabagliati et al., 2019).

Break new ground with single studies

You may have come up with a novel hypothesis for
which no suitable previous data exists. Or, you may
have found that extant empirical data as integrated in a
CAMA contradict predictions of current theoretical ac-
counts, and you have subjectively interpreted this con-
tradiction, developing a new hypothesis about which
factors have caused the observed discrepancy. Perhaps
you decided that the method is flawed and/or the the-
ory is false, so you would like to launch a new line of
research to explore different kinds of methods and/or
alternative theories. We do not want to discourage you
from running this type of study. However, we hope you
will remember that the role of this new study cannot
be to prove or disprove a theory (see Single studies sec-
tion), but to propose an idea that can then serve as a
starting point for a new cumulative research endeavor.

Use narrative reviews to inform other stages of the-
ory evaluation, adaptation, and development

We have focused here on explanatory adequacy, but
as summarized in the Introduction, building solid theo-
ries takes much more than that. Some experts on this
broader view of theory development recommend for-
malization for the precision which it brings to theoret-
ical discussions (e.g., Robinaugh et al., 2021). With-
out discounting these important ideas, Guest and Mar-
tin (2021) highlight the value of considering a wide
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Figure 2. Proposed key roles of CAMAs, single studies, and narrative reviews in the context of cumulative science.

range of levels of specificity when describing psycholog-
ical phenomena, ranging from very specific hypotheses
made in the context of one study to abstract theories
in which plausible mechanisms have been specified (see
saliently their Figure 2). In this context, narrative re-
views still play a role as we try to clarify concepts and
phenomena, and their relation to each other (crucial for
theory development, e.g., Borsboom et al., 2021).

Limitations of the present paper

Before closing, we would like to highlight some short-
comings of this paper, the first being that we focused on

CAMAs’ role in the explanatory adequacy phase. We
thus say little about other phases, and notably to the
question of when one should abandon a theory alto-
gether, which one of our reviewers cogently pointed
out may be behind wasted research efforts. We believe
this is an important topic that should be revisited, at
which point CAMAs may be found useful in two par-
ticular ways. First, CAMAs may reveal that a theory’s
scope is so narrow, and/or the proportion of variance
explained is so small, as to be of little use in explaining
psychological phenomena in the real world. Second,
having open meta-analytic repositories where data are
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more easily integrated into the body of literature can
help provide a home for studies that would otherwise
be destined to the file drawer, and thus CAMAs could
help us measure wasted scientific effort.

Another limitation of the present paper is that the
types of examples we have discussed are based on
group-level effect sizes, typically averaged across tri-
als and conditions, and this type of approach may be
suboptimal in the quest for shedding light on cognitive
processes. Haines et al. (2020) recently drew attention
to this issue, and provided recommendations for data
analyses. We would like to stress that systematicity,
openness, and dynamicity, the three features that make
CAMAs particularly powerful for testing explanatory ad-
equacy, should carry over to this context. Of course, lay-
ing out how to engage in CAMAs using more granular
data (at the trial level and below) will require additional
work, which we hope will be undertaken in the future.

Conclusion

In this paper, we have considered traditional ways
of bringing data to bear when evaluating theories, and
concluded that none of them is perfect in the current
age of cumulative science. Specifically, considering sin-
gle studies in isolation (including large-scale collabo-
ration) as well as weaving together single studies in
a narrative non-systematic review both suffer from se-
lection biases and inappropriate sampling of the space
of possibilities. We have instead provided a step-by-
step instruction for using meta-analyses based on rigor-
ous systematic reviews, particularly open, community-
augmented meta-analyses (CAMAs). Note that they
still require the person using a meta-analysis for theory
evaluation to have a clear mind about what the theory
states, what its key concepts are, and what reasonable
implementations of those concepts are.

Are CAMAs perfect? We suspect no, because CAMAs
still rely on extant literature, and thus flaws in the liter-
ature can be carried over. Although as meta-analysts we
have a few tools in our kit to deal with imperfection (see
Step 8), the result of the CAMA is still bounded by the
overall quality and quantity of the underlying literature,
but we want to emphasize that CAMAs make the extant
empirical boundaries clearer.

Being a scientist means standing on the shoulders of
giants. We hope that our proposal provides guidance in
how to stand firmly on these shoulders, and how oth-
ers can in turn stand on ours. We look forward to a
new generation of psychologists that cumulatively and
systematically build on previous work, and approaches
data collection and theory construction with this novel
lens, making ours a sustainable discipline that ever con-
tinues to approach the truth.
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